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Introduction

The term pharmacophore has been used in medicinal
chemistry for many years. The official 1998 IUPAC defini-
tion1 is as follows:

“A pharmacophore is the ensemble of steric and electronic
features that is necessary to ensure the optimal supramole-
cular interactions with a specific biological target structure
and to trigger (or to block) its biological response.”
The term is unfortunately also used incorrectly in medicinal
chemistry, as implied in the notes that accompany the above
definition:1

“A pharmacophore does not represent a real molecule or a
real association of functional groups, but a purely abstract
concept that accounts for the common molecular interaction
capacities of a group of compounds towards their target
structure. The pharmacophore can be considered as the
largest common denominator shared by a set of active mole-
cules. This definition discards a misuse often found in the
medicinal chemistry literature which consists of naming
as pharmacophores simple chemical functionalities such as
guanidines, sulfonamides or dihydroimidazoles (formerly
imidazolines), or typical structural skeletons such as flavones,
phenothiazines, prostaglandins or steroids.”
Central to the pharmacophore concept is the notion that the
molecular recognition of a biological target shared by a
group of compounds can be ascribed to a (small) set of
common features that interact with a set of complementary
sites on the biological target. In pharmacophore research
quite general features such as hydrogen-bond donors,
hydrogen-bond acceptors, positively and negatively charged
groups, and hydrophobic regions are typically used. As such,
there is a close link between the pharmacophore concept and
the widely used principles of bioisosterism.

The other key component of contemporary pharmaco-
phore research is the incorporation of information about the
three-dimensional nature ofmolecular interactions. The focus
of this perspective is on 3D pharmacophoremethods in which
the spatial relationship between the pharmacophore features
is also specified. Appreciation of the importance of molecular
conformationgrewduring the 1970s and1980s, spurredby the
increased availability of relevant experimental data (e.g., via
the Cambridge Structural Database2) and the development of

new computational methods for the calculation and visualiza-
tion of stable molecular conformations. Marshall and collea-
gues in particular recognized the challenge of identifying the
binding conformation from among the potentially very large
number of accessible structures through their development of
the “active analogue” approach.3,4

The early pharmacophore studies (note that the origins of
the termpharmacophore have been investigated byVanDrie5

who credits Keir with the introduction of the concept in a
series of publications in the late 1960s and early 1970s6-8)
were typically performed using small numbers of compounds
in which the key features required for activity could be readily
identified by visual inspection of the molecular structure(s).
Such molecules also tended to possess limited conforma-
tional flexibility. It was thus generally possible to deduce the
pharmacophore manually, possibly assisted through the use
of interactive molecular graphics visualization programs.
The diversity and complexity of molecular structures that
characterize drug discovery todayhave led to the development
of sophisticated computer algorithms for the elucidation,
manipulation, and use of pharmacophore models. Neverthe-
less, the basic concept of a pharmacophore as a simple
geometric representation of the key molecular interactions
remains unchanged. Pharmacophores have foundwidespread
use in medicinal chemistry for hit and lead identification and
during the subsequent lead optimization. The simplicity of the
pharmacophore representationdoes also inevitablymean that
it cannot explain everything; understanding the limitations of
the concept is essential to a successful application.

In the first part of this Perspective we provide an overview of
the computational 3D pharmacophore methods most com-
monly used in drug discovery. We focus in particular on the
key problem of pharmacophore elucidation: the identification
from a set of active molecules and their biological activities of
the key common features and their relative orientations (also
called pharmacophore mapping). From this core concept has
arisen a number of other widely used techniques that we also
review in outline. These include the use of 3D pharmacophore
databases in focused screening, pharmacophore fingerprints,
the derivation and application of pharmacophore information
from protein structures, the use of molecular fields as an
alternative form of pharmacophore representation, and 3D
QSARmethods. In the second part we reflect on the challenges
in this field andprovide some thoughts on future directions. It is
not our aim to provide a detailed survey of recent developments
or a comprehensive historical review, which can be found
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elsewhere.9-14 Nor is it our intention to provide more than
outline information on the various algorithms and software
approaches.Our primary goal is to provide the interested reader
with a fair assessment of the current state-of-the-art in this field
with an emphasis on the methods and software that in our
experience are most widely used in real drug discovery projects.
Wewill coverboth thepractical aspects andsomeof the inherent
limitations of such methods.

Pharmacophore Elucidation

Pharmacophore elucidation is a molecular alignment pro-
blem, the aim being to superimpose a set of active ligands, all
of which bind to the same protein of unknown 3D structure,
so that the features they have in common become evident.
Variants of the problem in which the set of ligands includes
inactives as well as actives, and/or the 3D structure of the
binding site is known, are considered later. To illustrate the
basic concept, we show in Figure 1 a series of structures
together with the corresponding 3D pharmacophore.15

A number of programs for pharmacophore elucidation are
widely used largely because of their availability in commercial
software packages. These include CATALYST,16 GALA-
HAD,17 GASP,18 the pharmacophore module of MOE,19

and PHASE.20 However, many other pharmacophore-eluci-
dation algorithms have been described, several of which have
been published in the past 3 years or so.21-29 This demon-
strates that the problem is not considered solved. Its difficulty
stems from two sources. First, the calculation is compute-
intensive because it involves searching the conformational
space of flexible molecules and finding matching subsets of
feature points from the different molecules. Each of these on
its own is challenging; the combination is formidable. Second,
identifying the correct solution can be extremely difficult (we
return to this point later). In addition, for an algorithm to be
useful, it must be able to align nontrivial sets of ligands. This
might go without saying were it not that pharmacophore
elucidation programs are occasionally “validated” by their
authors on series of ligands that any competentmodeler could
mentally overlay in a few seconds.

Figure 1. An illustration of the basic pharmacophore concept. The 5HT2c antagonists illustrated can be aligned to generate the 3D
pharmacophore model shown with the following color coding: H-bond acceptor (green), positive ionizable (red), hydrophobic (cyan).
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All pharmacophore elucidation algorithms must include
methods for (a) representing the ligands (i.e., placingpoints on
or around the molecules to represent the various pharma-
cophoric features they contain), (b) searching for candidate
alignments, (c) scoring those alignments. These aspects are
considered separately.

Feature Representation. This involves two steps. First, the
molecule must be partitioned into a set of features, each
capable of a particular type of intermolecular interaction
with the protein. Second, each feature must be represented
by one or more points that can be used for least-squares
fitting of one molecule onto another. Greene et al.
(henceforth “GKSST”a) wrote an influential paper describ-
ing how these steps were accomplished in the CATALYST
program.30 Many of the popular pharmacophore elucida-
tion methods in use today employ a similar approach to
feature representation,31 and so we use their recommenda-
tions as a basis for discussion.

Hydrogen-Bond Donor Features. GKSST define hydroxyl
groups, nitrogen-bound hydrogens, thiols, and acetylenic
CH groups as donors. The last two are controversial, and
many workers exclude them as being too weak. Conversely,
some argue that other types of CH, in addition to acetylenes,
should be considered donors; e.g., CH groups in nitrogen
heterocycles are implicated in the binding of some kinase
ligands.32 Ionization complicates the picture. GKSST
exclude the hydroxyl of-CO2H as a donor because the acid
is likely to be ionized at physiological pH, whereas basic
amines (e.g., RCH2NMe2) are included because it is
reasoned that they will be protonated. Uncertainties in
ionization and tautomeric states bedevil pharmacophore
analysis33,34 because they can reverse the nature of a feature
(i.e., change an acceptor to a donor or vice versa). One
approach is to define explicitly all the variants in which
hydrogen-bonding groups might be presented to the phar-
macophore elucidation program (e.g., the use of a Daylight
SMARTS string35 that matches both RCH2NMe2 and
RCH2NHMe2

þ could be used to ensure that both will be
counted as donors). Many programs provide algorithms
for “cleansing” ligand structures in order to achieve com-
patibility with the subsequent stages of pharmacophore
generation and application. Alternatively, the assumption
can be made that molecules will be presented to the pharma-
cophore elucidation program in their appropriate proton-
ation states, thus delegating the entire problem to specialist
ionization-state- and tautomer-prediction programs. The
substructural definitions of hydrogen-bonding features then
become much simpler.

Hydrogen-Bond Acceptor Features.GKSST define any N,
O, or S with at least one available (i.e., nondelocalized) lone
pair as an acceptor. There is a strong argument for excluding
some types of oxygen atoms, e.g., those in rings such as furan
and oxazole, which theoretical and crystallographic evidence
indicates are very weak acceptors.36

Donor/Acceptor Feature-Point Positioning. It is not suffi-
cient merely to identify which features are present in each

ligand molecule; it is also necessary to determine the loca-
tions of the associated feature points that will be overlaid in
the resulting pharmacophore. Most programs in common
use today associate donor and acceptor features not only
with the corresponding ligand atoms but also with the
presumed location(s) of the complementary protein atom
involved in the interaction. For example, GKSST place
feature points 3 Å from the heavy atom in the direction(s)
of the donor hydrogen or acceptor lone pair(s), provided
they are surface exposed. This strategy has the advantage
that it permits the overlay of two ligands that form hydrogen
bonds to the same protein atom but from different locations
and directions (e.g., two ligand donors donating to different
sp2 lone pairs of a protein carbonyl oxygen; see Figure 2).
However, it implicitly makes assumptions about the direc-
tionality of hydrogen bonding, and if these assumptions are
untrue, the points may be placed at inappropriate positions
and the probability of generating a correct overlay reduced.
Oneway of relaxing the directionality assumptions is to place
points not only along lone-pair directions but also at inter-
mediate positions (e.g., along the extension of the CdObond
of a carbonyl group). Alternatively, points can be placed on
donor-hydrogen and “lone-pair positions” (typically chosen
to be 1 Å from the acceptor atom), therefore reducing the
leverage the points have during least-squares fitting, or on
the donor or acceptor heavy-atom positions. One advantage
of the latter is that it reduces the total number of feature
points, which simplifies the search space.

GKSST account for the possibility of bond rotation in, for
example, an R-OH group by placing points at intervals on
the circle swept out as theR-Obond rotates. This stratagem
is unnecessary if hydroxyl groups are explicitly rotated
during pharmacophore elucidation. Similar considerations
apply to the lone-pair or virtual points associated with, for
example, the oxygen atoms of an ionized phosphate.

Positive and Negative Features. GKSST define atoms
bearing formal charges (taking into account probable ioni-
zation states in vivo) as positive or negative features unless
they are bonded to an atom with the opposite charge.
Delocalized groups bearing a net formal charge are also
counted as positive or negative features. Feature points
are placed on the centroid of the heteroatoms of the group

Figure 2. Two neprilysin ligands from PDB structures 1r1h (ligand
carbon atoms colored green) and 1dmt (purple carbons). The
-NH3

þ nitrogen of the former and the amidophosphate nitrogen
of the latter both donate hydrogen bonds to the backbone carbonyl
oxygen of Ala543, but they interact with different lone pairs and so
occupy very different positions in the binding site.

aAbbreviations: GKSST,Greene, Kahn, Savoj, Sprague, Teig; rmsd,
root mean-square deviation; HTS, high-throughput screening; D, do-
nor;H, hydrophobe;GA, genetic algorithm;MIF,molecular interaction
field; SIFt, structural interaction fingerprint; MEP, molecular electro-
static potential; XED, extended electron distribution; DHFR, dihydro-
folate reductase; CDK2, cyclin-dependent kinase 2; HIV, human
immunodeficiency virus; PDB, Protein Data Bank; GPCR, G-protein-
coupled receptor.
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(e.g., the centroid of the two oxygen atoms of-CO2
-). Some

authors are careful to refer specifically to ionizable positive
and negative features, emphasizing, for example, that they
count RNH3

þ as a positive feature but not RNMe3
þ. This

makes sense because the intermolecular interactions of these
two groups are very different; the former can donate very
strong hydrogen bonds, the latter at best only very weak
hydrogen bonds.

Although most pharmacophore programs offer positive
and negative features, it is arguable whether they are neces-
sary. The underlying assumption is that a particular part of a
protein binding site will accommodate either an ionized
hydrogen-bonding group or an un-ionized group but not
both. In practice, there are certainly exceptions to this rule.
An alternative approach is to dispense with positive and
negative features and use instead the concept of hydrogen-
bond similarity. Each donor or acceptor group is assigned
a strength (ionized groups having higher strengths than
un-ionized); when an overlay is subsequently scored, greater
credit is given if groups of similar strength are overlaid on
one another.37-39 Of course, one should always be aware
that the specific system under study may not necessarily
conform to the general rule because of the complex interplay
between protein-ligand interactions and solvation/desolva-
tion effects.

Hydrophobic Features. Deciding which atoms should be
considered hydrophobic is not straightforward. For exam-
ple, a peptide linkage, though not at first sight a hydrophobe,
often forms contacts to hydrophobic residues above and
below the plane of the peptide atoms. TheGKSST algorithm
for placing hydrophobic feature points first assigns a hydro-
phobicity value to each atom, using a set of empirical rules
based on the judgements ofmedicinal chemists. For example,
a carbon atom three bonds from a double-bonded oxygen is
assigned a hydophobicity of 0.6. Each atom’s hydropho-
bicity is modified to take account of its solvent accessibility
(hence, the algorithm is conformation-dependent; many
other programs neglect the solvent-accessibility check
to avoid this complication). Finally, neighboring atoms
with sufficiently large hydrophobicity values are clustered
together into groups and a feature point is placed at the
centroid of each. The algorithm looks first for rings
(weighting the centroid by the hydrophobicities of the ring
atoms), then for groups such as -CF3, then for chains.
Chains are divided into contiguous, small groups of atoms.
Many other programs in common use (e.g., PHASE and
MOE) implement similar procedures, though they vary in
detail.31 Some programs, e.g., QUASI,27 place feature points
on all atoms that are not donors or acceptors, which has the
merit of being simple and producing a fine-grained repre-
sentation of molecular shape. These feature points are
classified in QUASI as “steric” rather than “hydrophobic”,
which emphasizes that there are two distinct, albeit closely
related, aims: to get a good match of hydrophobic regions of
molecules and to achieve a good steric match. This distinc-
tion is explicit in the software of Cheeseright et al., which
has both van der Waals points and hydrophobic points.40

Ultimately, there is no “right” way of placing the points,
since the hydrophobic regions of different ligands may not
overlay in a tidy group-on-group fashion. For example, a
common strategy is to place points at the centers of aromatic
rings, but experimentally observed overlays (e.g., Figure 3)
do not necessarily have such rings neatly positioned on top of
one another. Many programs represent certain types of

hydrophobes, notably aromatic rings, by vectors rather than
points so that directional interactions like π stacking can be
taken into account when overlaying. In general, however,
hydrophobic interactions are often not as well-defined
geometrically as hydrogen bonds and so are hard to localize
to a small region of a molecule.

The most important purpose of features is to enable
molecules to be overlaid in a sensible way, by least-squares
fitting of feature points. In addition, feature points may be
used in scoring; i.e., the quality of an overlaymight be judged
by computing the root-mean-square deviation (rmsd) bet-
ween matched feature points. However, scoring can also be
donewithout reference to the feature points orwith reference
only to points relating to certain types of features. The
placement of feature points is more critical if they are used
for both generating and scoring an overlay rather than just
the former. A balance needs to be achieved between includ-
ing all possible features and having sufficient information to
give a meaningful and parsimonious model. In particular, if
there are many more hydrophobes than other features, then
these may dominate the alignment. While this may give a
better model according to scoring metrics, the model itself
might be less useful for further work, as it will be less
discriminating.

Customized Features. It is unlikely that there is a uni-
versally “best” set of feature types, thoughmost would agree
on an irreducible minimumof hydrogen-bond donor, hydro-
gen-bond acceptor, and hydrophobe. Depending on the
problem, other desirable types might include positive and
negative centers, metal coordinators, and different types of
hydrophobes (e.g., aromatic and aliphatic). Interactions
involving halogen atoms have been the subject of recent
studies andmay in some cases be usefully incorporated into a
pharmacophore model.41,42 Further, the user may wish to
define a very specific type of feature to exploit a known
structure-activity relationship. For example, a chemist
working on carbonic anhydrase II inhibition, aware that
most known inhibitors have a terminal sulfonamide or
sulfamate group, might wish to define a feature of precisely
this type. As a consequence, many programs allow user-
defined feature types.

Another adjustable parameter is feature separation (the
minimum distance between two features for both to be

Figure 3. Experimentally observed overlay of two Chk1 kinase
ligands, from PDB structures 2bro (carbon atoms colored green)
and 1nvq (carbons purple), showing a poor match of ring centers.
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counted). Does a carboxamide count as both donor and
acceptor, and does phenol count as both hydrophobe and
donor/acceptor? While these two cases argue for a small
separation, does a carboxylate count for two acceptor atoms
or, worse, four virtual points? This can lead to overweighting
of certain functional groups in the model, which is parti-
cularly harmful if the main function of the group is to
improve the developability properties of the molecule (e.g.,
solubility) rather than to interact with the protein.

Searching for Candidate Alignments. This is the most
difficult part of the methodology to review because of the
great diversity of published approaches. To reiterate: align-
ment can be conceptually divided into a feature matching
problem and a conformational search problem. Perhaps the
most telling difference between algorithms is how they deal
withmolecular flexibility: in particular, whether they operate
on a pregenerated set of conformations for each ligand or,
alternatively, alter ligand conformations on the fly during
the alignment process. (Strangely, few programs do both;
i.e., start with a set of pregenerated conformers but then
tweak them to optimise the alignment.)Wolber et al. argue in
favor of the former:43 “Methods that tweak the molecule
while fitting must dramatically reduce the search space while
aligning in order to stay efficient and therefore bear the
danger of falling into a local minimum.” However, using
precomputed conformations is itself a reduction in search
space, especially for highly flexible molecules when the
granularity of the conformational sampling is likely to be
coarse. Thus, the possibility exists that the true answer will
not be found because it lies between the conformations
available to the algorithm. The ability of widely used pro-
grams to search conformational space has been extensively
examined in recent years.44-48 Some of these studies have
also investigated the conformational energy landscape and
the strain energy of bound ligand conformations.44,46 These
studies provide useful guidelines for use not only in pharma-
cophore elucidation but also in applications such as database
searching (vide infra). An important practical point is that
while most pharmacophore elucidation programs contain
their own conformer search procedures, they do also permit
the import of conformations generated with an external
specialized conformer search procedure. Such flexibility
provides the user with the ability to choose the best method
for each distinct task in the pharmacophore elucidation
process.

Algorithms Using Pregenerated Conformers. To avoid
confusion, we use consistently the terms defined by Barnum
et al.16: a configuration is a set of points in 3D space, each
associated with a type of feature; a partition is an object
associated with all configurations of a particular type; e.g.,
the DHH partition is associated with all configurations
consisting of one hydrogen-bond donor (D) feature and
two hydrophobic (H) features. If twomolecules both contain
a configuration that belongs to the same partition and that
can be superimposed, one onto the other, within a specified
threshold rmsd, this configuration is common to those
molecules.

The classic way to identify common pharmacophore
alignments from precomputed conformations is to use clique
detection, first employed in the DISCO program49,50 and a
mainstay of more recently published algorithms. However,
the CATALYST/HipHop algorithm has probably been
more widely used than any other. It operates on precom-
puted conformers and works by finding small common

configurations and then attempting to enlarge them. The
authors describe it as a “pruned exhaustive search”. To
begin, one or more molecules in the set to be aligned are
chosen as reference molecules. All two-point configurations
in all conformations of the reference molecules are found.
Configurations are rejected if either of the features is not
surface accessible or if the interfeature distance is below a
user-specified limit (this is to encourage diversity among the
final answers). For each of the survivors, a search of the
conformations of all the other molecules is performed to see
whether the configuration is common to all ligands. If so, it is
kept. Eventually, a list of all common two-point configura-
tions is compiled.

The algorithm then enumerates all three-point configura-
tions in the reference molecule(s). Any such configuration
contains within it three two-point configurations (e.g., a
configuration belonging to the partition DHH will contain
twoDHconfigurations and oneHHconfiguration). It can be
rapidly ascertained (by checking the list of common two-
point configurations) whether these three two-point con-
figurations are common to all ligands. If this is not the
case, the three-point configuration is rejected (this is the
pruning step). Otherwise, the remaining molecules are
checked to see whether the three-point configuration is
common to all, and a list of common three-point configura-
tions is built up.

Repetition of the procedure allows increasingly large
common configurations to be found until no further increase
in size is possible. As well as pruning, computer time is also
saved by using a two-step procedure to ascertain whether a
given configuration is present in a molecule. First, a pre-
computed list of all the interfeature distances in the molecule
is checked to see whether the configurationmight be present.
Only if this filter is passed will a final least-squares fit of
feature points be performed to prove the matter one way or
the other. Least-squares fitting is used in almost all pharma-
cophore programs as the final arbiter of whether a con-
figuration is common to twomolecules, since it distinguishes
mirror images.

The claim that the algorithm is exhaustive is debatable.
First, the number of solutions found depends on the granu-
larity of the conformations presented to the algorithm.
Second, the decision on whether a configuration is common
or not depends on the threshold rmsd. Third, the algorithm
will, if the user requests, allow certain molecules to miss a
feature in a “common” configuration, provided the total
number of such molecules remains below a specified limit.
This is a highly desirable option, since such situations occur
frequently in reality, but it again means that the number of
solutions produced by the algorithm depends on a user-
chosen parameter. In truth, no pharmacophore elucidation
algorithm is exhaustive, despite occasional claims to the
contrary.

The PHASE algorithm employs a tree-based partitioning
method that rapidly groups together similar configurations
according to their interpoint distances. For each conformer
of each molecule, the program determines all k-point con-
figurations that are present. Each configuration is repre-
sented by its vector of n = k(k - 1)/2 interpoint distances.
Each interpoint distance is filtered through a binary tree to
assign it to a particular distance range. Once all n distances
have been filtered, the configuration has effectively been
assigned to an n-dimensional box whose sides are equal in
length to the range corresponding to the bottom of the
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decision tree. Now, if two molecules each have a four-point
configuration belonging to the same partition (e.g., DDHH)
and falling in the same box, that configuration might be
common to those molecules. (In addition, it is necessary
to consider neighboring boxes, since similar distances may
fall on either side of a box boundary; Wolber et al.43 and
Zhu and Agrafiotis28 describe methods for circumventing
this troublesome problem.) Potential common configura-
tions of various sizes are therefore identified rapidly. A least-
squares fit is then performed to determine which of these are
truly common. A given k-point configuration is only
accepted if it occurs in a user-specified minimum number
of molecules.

Algorithms That Alter Conformations on the Fly. An early
but instructive example of this type of algorithm is GASP,18

which uses a genetic algorithm (GA) to optimize an initial
population of random overlays. The ligand with the smallest
number of features is chosen as a reference molecule. Each
population member is represented by a chromosome con-
taining (a) columns specifying torsion-angle values for all the
rotatable bonds in all of the molecules and (b) “mapping
columns”, which define pairings between features of each
nonreference molecule and features of the reference mole-
cule. This is enough information to generate a molecular
overlay, by setting each molecule to the conformation de-
fined by the appropriate torsion-angle columns and then
least-squares fitting using the feature-point pairings in the
mapping columns. A scoring function is used to estimate the
fitness of each overlay, taking into account the quality of
geometricmatching between paired feature points, the extent
of volume overlap, and the ligand strain energies. In each
step of the GA, mutation of one parent chromosome
(changing either a torsion angle or a mapping column) or
crossover of two is used to generate a child (two children in
the case of crossover), which, if sufficiently fit, can be used to
replace the least-fit member(s) of the population.

The successor to GASP, viz. GALAHAD,17 divides the
problem into two steps. In stage 1, which operates solely in
ligand torsional space (i.e., the ligands are never actually
overlaid), the GA is used to find a set of ligand conforma-
tions that tend to have large common volume and low steric
energy and are similar in the feature configurations they
contain. The latter is determined by generating fingerprints
for the ligands that capture the various triplets, quadruplets,
etc. of features and their interfeature distances. Stage 2
employs an algorithm from image recognition to produce
the final alignment of the ligands, held rigid in their con-
formations from the first step.

In summary, while the diversity of approaches defies easy
classification, some common characteristics can be identi-
fied. Most algorithms have strategies for reducing compute
time, most commonly the use of pruning or fingerprints. The
use of clique detection and search techniques such as genetic
algorithms is common. Least-squares fitting of matched
feature points is almost always used to produce the final
alignments.

Scoring. Most algorithms rank candidate overlays by
means of a scoring function containing some or all of the
following terms: feature matching; volume overlap; strain
energy; selectivity. Some of these terms have an underlying
physical rationale; others aremore subjective, being included
to increase the score of the more “relevant” pharma-
cophores. Often, a particular molecule in the overlay,
the reference, has a special status in the scoring procedure.

The reference may be chosen arbitrarily, or its selection
may be biased toward particularly active or less flexible
molecules.

The function used in PHASE, which may be written as

score ¼ F þ wvV - weE þ wm
M-1 þ wsS

serves as a typical example. wv, we, wm, and ws are user-
defined weights. F measures the quality of alignment of
features in the reference molecule with the corresponding
matched features in each molecule. Two criteria, appropri-
ately weighted, are used: the rmsd of the matched feature
points and the average cosine of the angles formed by
matched pairs of vector features (e.g., aromatic rings). V is
the average over the nonreference molecules of their volume
overlap with the reference, measured as (intersection volu-
me)/(union volume). E is the strain energy of the reference
ligand conformer fromwhich the pharmacophore is derived.
PHASE allows configurations to be found that are common
to some but not all of the molecules.M in the term wm

M-1 is
the number of molecules that contain the configuration; so,
depending on the user-chosen value of wm, this term can be
used to reward overlays in whichM is large. S is a measure of
selectivity, i.e., an estimate of the fraction of molecules in a
random database likely to match the common configuration
of the overlaidmolecules. The smaller this fraction is (i.e., the
more unusual the arrangement of features in the common
configuration), the larger S will be. The logic behind this
term is that if the common configuration is unusual, it is
reasonable to conclude that it occurs in the overlaid mole-
cules because it is a requirement of their activity. It is too
time-consuming to estimate S by searching a large database
for the common configuration; Dixon et al.20 and Barnum
et al.16 describe how it may be approximated.

Labute et al. describe a scoring mechanism based on the
use of Gaussian functions.51 In their formalism, all proper-
ties to be considered in the scoring (molecular volume,
distribution within the molecule of hydrogen-bond donor
and acceptor groups, etc.) are described in a consistent
manner. Thus, for a given conformation of a molecule, the
density of a property P at a point in space x is described by
the equation

fPðx;x1:::xnÞ
¼

X
fðwi=nÞ½a2=ð2πri2Þ�3=2 exp½-a2ðx - xiÞ2=ð2ri2Þ�g

where (x1, ..., xn) are the positions of the n atoms of the
ligand, ri is the van der Waals radius of atom i, a is an
empirical parameter, wi is the weight of property P at xi, and
the summation is over the n atoms. For example, if property
P is hydrogen-bond donor ability, then wi could be set to 1 if
atom i is a donor and zero if it is not. The degree of overlap of
property P for a pair of overlaid molecules can thus be
calculated rapidly as a sum-of-Gaussians density in the
interatomic distances. The degree of overlap of several
properties is a weighted summation of the individual pro-
perty-overlap equations, the weights reflecting the relative
contribution of each property to the overall score. The
consistent manner in which properties are treated lends itself
to programming simplicity and makes it easy to add new
properties to the scoring function.

A problem with the scoring methods described so far is
that they require weights to be assigned to the different
terms, and these weights are inevitably arbitrary. Some
programs avoid the problem by Pareto ranking,52 which
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produces a population of possible overlays, each represent-
ing a different compromise between conflicting criteria (e.g.,
ligand strain energy, volume overlap, feature-matching).
Specifically, the aim is to converge on a set of nondominated
overlays such that for any given overlay there is no other
overlay in the set that scores better against all criteria. The
approach therefore recognizes that it is impossible to predict,
for any given set of ligands, which criterion will be most
important.

Practical Aspects and Applications. It is to the credit of
software developers that pharmacophore elucidation meth-
ods are no longer limited to a small number of expert
computational chemistry practitioners but are much more
widely accessible. However, it would be unfortunate were the
reader to assume that suchmethods have reached a degree of
accuracy that they can be used “blind”. Software programs
such as these are no different to a sensitive instrument that
requires knowledge and expertise to obtain the maximum
benefit. As we have already indicated, many programs
contain a number of user-selectable parameters that govern
(sometimes dramatically so) the amount and quality of
output produced.

Three main stages can be identified in the elucidation of
a pharmacophore. First, prepare the data set. Second,
generate possible pharmacophores. Third, validate the
pharmacophore(s). The compounds used to construct a 3D
pharmacophore should all have the same mechanism of
action (e.g., agonist, antagonist, inhibitor, binder) and
should preferably have a high affinity as measured in an
appropriate biological assay (e.g., full-curve dose response).
If a competitive binding assay is available, then this may
provide additional confidence that the ligands bind in the
same region, though it cannot guarantee that they share a
common binding mode. The ideal data set contains ligands
from a number of different chemical series having limited
conformational flexibility and without too many hetero-
atoms. Each molecule should be inspected to ensure that it
is represented as the appropriate tautomer and that the
appropriate ionization state is used; depending on the soft-
ware used, these aspectsmay have a significant impact on the
quality of conformations generated. It is also important to
check the output from any cleansing procedures that may be
applied to the input ligand structures. As the typical pharma-
cophore elucidation data set contains a relatively small
number of molecules, it should not be necessary to sacrifice
speed for quality; it is also advisible to visually inspect the
conformations for potential issues such as cis amides, high-
energy axial ring substituents, and close contacts. Most
pharmacophore generation programswill produce a number
of results and will attempt to score them as outlined above.
These scores can be a useful guide, but it is important to
check for the quality of fit of each molecule to the pharma-
cophore, for a sensible common volume overlap and to
ensure that the pharmacophore is consistent with the known
SAR. Stereoisomers that show different activities can be
very informative in helping to distinguish between possible
pharmacophores. Inactive molecules can also be very useful.
For example, if an inactive molecule gives a good match
to the pharmacophore, then this may help to identify ex-
cluded regions. Sometimes it proves impossible to derive a
satisfactory pharmacophoremodel. Clearly this may happen
if the fundamental principle of a common bindingmode does
not apply. It may also be helpful to check the structures for
functional groups that may not be involved in molecular

recognition with the biological target (e.g., are solubilizing
groups). Other strategies include relaxing various criteria
(permitting partial matches). Ignoring the inactive com-
pounds on the basis that a pharmacophore is a necessary
but not sufficient requirement for activity may also help.

As will be discussed in the next section, 3D pharma-
cophores are widely used for virtual screening of databases
in order to identify new lead series. They also have significant
utility in other areas, particularly when no detailed structural
information on the biological target is available. Thus,
a pharmacophore can help guide the design of focused
arrays, can help to rationalize the SAR of a chemical series,
and can enable different chemical series to be combined and
information to be transferred from one series to another. In
these and other applications the ability to visualize a 3D
pharmacophore is an especially useful aspect. In all such
uses, however, one should always remember that a pharma-
cophore is but a hypothesis that should be continually tested,
refined, and possibly rejected.

3D Database Searching

One of the common purposes of making pharmacophore
models is to search for novel chemical matter. At the time
that the first pharmacophore searching algorithms were
implemented in the early 1990s the discovery landscape was
quite different. X-ray structures of proteins were relatively
rare, and it was much more common to work with leads
derived fromendogenous ligandsor from the literature.At the
same time, the first generation of screening and compound
handling robots were being developed, together with elec-
tronic databases of corporate archives. Most chemists are
familiar with 2D substructure-based searches, but these
typically find only compounds with similar scaffolds or
members of the same structural family. The pharmacophore
represents an abstraction that can be used to find alternative
chemotypes (i.e., chemical series with a different underlying
framework, scaffold, or common moiety). All that matters is
the disposition of molecular recognition features, not the
underlying pattern of atoms and bonds. The stage was there-
fore set to search large databases for compounds (both “real”
and “virtual”) that could exhibit the desired pharmacophore
and thus (hopefully) have the same biological activity.53-56

Depending on the precision of the query, one can find
numbers of hits from 10s to 1000s, which was in line with
the screening capacities available at the time. Many will
be false positives and show no activity in the screen, but
generally, the hit rates from pharmacophore searches are
much higher than from random screening. The hits can also
sample very novel and diverse chemotypes, allowing the
medicinal chemist the luxury of pursuing the series with the
best overall profile. Today, it can be equally cost-effective to
screen the whole corporate collection as to screen a significant
subset. Thus, the main role of pharmacophore searching in
industry has changed, with a principal emphasis being on the
creation of small focused sets for low-throughput, higher
quality assays to enhance the lead identification process in
parallel with high-throughput screening (HTS). The sources
of the compounds in such focused sets can be both internal
and external (i.e., compound vendor). In academia, pharma-
cophore searching still plays a useful role in reducing screening
set size to manageable proportions due to assay throughput;
moreover, the main source of compounds is from commercial
catalogues.
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Database Generation.All the issues highlighted previously
now return in starker form, when a 3D pharmacophore is
used as a search query for a large corporate database. It is
desirable to build the database so that it can be used
generally, without further modification. The more informa-
tion that can be precomputed, the faster the searchwill be but
the larger the database will also become. However, if the
hard-coded parameters used to build the database do not
match those used ad hoc to build the query, the retrieval rates
will be greatly reduced. The key parameters to be considered
are tautomerism, stereochemistry, conformational sam-
pling, and feature definition. As the usual approach is
to capture as many actives as possible, even if that means
more false positives, most databases are built to include
all possibilities; that is, all tautomer and stereoisomer
forms are added as duplicates. Conformational sampling
is a particular headache because of the trade-off between
coverage and size of the database/search time. Broadly, there
are two strategies: (1) compute the conformations on the fly;
(2) precompute and store. One can also use single-conformer
databases; if a good quality structure generation program is
used, the single conformer ought to be close to, or even at, the
global energy minimum. If this conformation can match the
pharmacophore without further adjustment, the physical
interpretation is that no strain energy is present, thus
improving the energetics of binding. This low-energy match
should have a better chance of translating into an experi-
mentally active compound. However, the hit rate using
flexible searching has been found to be 2-10 times higher.56

The business rules used to construct the database need to
be clearly documented for subsequent users so that the
pharmacophore queries can be adapted accordingly. The
basic workflow involves two key steps: for each structure in
the database, determine if the structure contains a predefined
number of features from the query, and if it does, can the
structure be made to display those features in the right
geometry, within a defined tolerance?

Feature Matching. Feature definition is generally hard-
coded, leading to very fast search times; one can prune any
molecule from the search that does not contain the partition,
before searching for the configuration. The feature defini-
tions are encoded in a dictionary; when the database is built,
the type and number of features in each molecule can be
determined and stored. The same is done for the query, and
only molecules with the same number (or more) and type of
features are retained for the time-consuming next step.
However, this can lead to a loss of applicability if the
pharmacophore query uses even slightly nonstandard defini-
tions. The alternative, that of making the features very wide-
ranging, will reduce the power of a query to effectively
discriminate between true hits and false positives. In the
event that no matches are found, there is often the option of
allowing partial matches (e.g., to match four out of five
features). This assumes that the missing features can be
designed in later (or perhaps sufficient activity can be
obtained even with a partial match). Some programs allow
relative weighting of features. This facility permits one
to designate which features contribute most to the SAR,
for example, the basic nitrogen for serotonin mimetics.
This can also be done after the search of the final hit list.
Featurematching can give high screen-out rates (80-100%),
depending on the complexity of the query.

Geometry Matching. Once the structures that might
match the query are found, the next step is to examine the

conformations of those structures to see if the geometric
disposition of the features can be matched. Note also that a
pure distance comparison cannot distinguish enantiomers;
for this, an actual fit (in 3D space) to the query is required.
The goodness of fit to the query is defined by the tolerance
allowed in the match between features. One might be
looking for a donor-acceptor pair separated by 5 Å,
but be prepared to accept a value between 4 and 6 Å. Not
all interfeature tolerances need to be the same; they should
be set using knowledge of the SAR. Matching of the
features should be possible without introducing undue
strain into the structure. This is another parameter that
can be defined. It is not possible to give specific rules, as the
acceptable limit is force-field-dependent, but a strain energy
of more than a few kcal/mol will lead to many false
positives. Features can also be negative, for example,
excluded volumes. Here, the aim is to avoid rather than
match. Inclusion volumes, for example, derived from the
ensemble of aligned active ligands, can also be incorpo-
rated. Conformational analysis of all but the simplest
structures quickly becomes very computationally expen-
sive. Three strategies can be used, each with their good and
bad points. The first strategy is used in UNITY,57 which
stores single conformers and uses the directed tweak algo-
rithm58 to perform flexible searches. The query is mapped
onto themolecule, feature by feature, and aminimization in
torsion space is conducted to satisfy each interfeature
distance. The results are then checked for steric clashes.
This is important to avoid unreasonable conformations
with high internal energy. Multiple mappings of the query
are possible, but once one good match is found, the search
can be terminated. Essentially, the molecule is pulled by the
query into the right shape, so the strain energy is the key
parameter. Screen-out rates are lower than for the other
methods, but with any rise in true hits found, there will also
be a rise in false positives. This is a strategic decision that
should be made in the wider context of the project. The
second strategy is adopted by MOE, CATALYST, and
PHASE, which all use a database of conformations. Each
conformation can be quickly matched as a rigid body to the
query, and if it does not fit, it is discarded. The strain energy
can be preset so that all conformations are reasonable.
The disadvantage is that normally only a relatively small
number of conformations per structure can be stored
(typically 250 or fewer). The selection of conformers may
be performed using a poling approach to ensure “confor-
mational diversity”59,60 and predefined preferences, for
example, cis/trans ratios for carboxamides or axial/equa-
torial ratios for saturated rings. The key issue here is
whether the conformational sampling is of sufficient reso-
lution to be useful, especially for more flexible molecules.
In the third approach, compounds that pass the feature
mapping stage are subjected to conformational analysis on
the fly according to a preset recipe (typically a rule-based
enumeration that uses a predefined number of torsional
increments for each type of rotatable bond). For each
conformation, a rigid body match is performed as before
and the analysis aborted once a fit is found. Only the
torsions that can affect the interfeature distances are
analyzed. If the query is only loosely defined (few features,
wide tolerance allowed in the fit), this approach can be very
time-consuming. A sensible upper limit for the number of
rotatable bonds is usually defined to prevent the search time
being dominated by the matching of just a few very flexible
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structures. The directed tweak can produce strained con-
formations (leading to a higher false positive rates), but the
other approaches can fail to generate the matching con-
formation (higher false negative rate). This is the reason
why it is not possible to say that one strategy is superior to
the other; so much will depend on the query and the
database and the nature of the decoys. A final variant used
by CATALYST is its BEST option, which is to take
structures that nearly match the query, then tweak them.

A very important test is that the search procedure should
find themolecules used to build the original pharmacophore;
failure to do so is an excellent way of losing any credibility!
As with pharmacophore elucidation, there are a number of
locally adjustable parameters. These include the tolerance
allowed in the fit and the number of features which can be
skipped; naturally, loosening the search will increase the
number of hits returned, so the capacity of the biological
screen should be carefully kept in mind. Validation of the
search parameters is a very valuable exercise that can be
performed on a small test database, seeded with known
actives and decoys, to see how changes to the query can
change the enrichment statistics. It is strongly recommended
to tune a query this way before running the main search.

Postprocessing. A hit list of molecules that match the
pharmacophore query should be postprocessed. Highly
flexible, feature-rich molecules such as peptides can match
most queries. Parsimonious matches might be more promis-
ing. Where the information exists, exclusion or inclusion
volumes are often used; this will be discussed further in the
section on using protein structures. Alternatively, simple
measures of how much of the molecule falls within the
pharmacophore, and how much outside, can be used to
prioritize the virtual hits for inclusion in the final set for
screening. Using the same scoring function as that used to
create the query is possible, but given the inaccuracy of the
scoring function, visual inspection is often a better guide.
The simplest score is the rmsd fit to the query. One can also
filter using physicochemical criteria (i.e., only returning hits
that are druglike or leadlike in nature).However, a drawback
of pruning too severely at this early stage is that novel
chemical matter that could subsequently be modified to give
a viable lead series would be lost.

Pharmacophore Keys

A pharmacophore key is a binary descriptor of the parti-
tions andconfigurations accessible to themolecule. Sucha key
(also called a fingerprint) is generated by performing a con-
formational anaysis for each molecule and abstracting the
interfeature geometries for each conformation sampled. Con-
figurations are handled by binning the distances; for example,
one specific bit in the fingerprint is set if a donor and acceptor
can be positioned 4-6 Å apart. By analogy with the use of the
2D fingerprints used in substructure and similarity searching,
the pharmacophore key can provide a way to improve search
speeds for pharmacophore searches of 3D databases: the first
phase of searching becomes a simple AND operation such
that only molecules that pass this filter are matched further.
Two-center pharmacophore keys, inwhichbits are assigned to
pairs of features, are probably not specific enough. If we
consider 7 features (i.e., Donor, Acceptor, Hydrophobe,
Aromatic, Positive, Negative, and Donor/Acceptor) and 17
distance bins, the key would contain 7 � 6 � 17 = 714 bits,
andmany bits would be turned on. The ability to discriminate

between the known actives and inactive decoys is diminished.
A three-center key, in which each bit represents a triplet of
features, needs to be 184 884 bits long. This type of key is
sparse and somuchmore selective. In addition to binary keys,
one can also count the frequency that a triplet is found during
the analysis of a structure. Four-center keys are even larger.61

Using 6 feature types and 10 distance bins leads to 24 million
distinct quadruplets, or tetrahedra. The advantage is that such
keys are now able to distinguish chirality.

Pharmacophore keys capture information about shape and
intermolecular interaction propensity. In contrast to the
“traditional” pharmacophores described thus far, they do
not directly identify the particular arrangement(s) of features
required for a specific biological activity. Rather, they are
whole-molecule descriptors that have been used for a variety
of similarity and diversity applications, driven in particular by
the needs of technologies such as high-throughput screening
and combinatorial chemistry where the number of chemicals
to be processed is very large, for example, screening decks or
virtual combinatorial libraries. In library design one might
like to answer the question, “If I add this reagent or remove
that reagent, will the properties of my library improve?” For
example, in designing a library of type I kinase inhibitors, one
will want to improve the overlap to the type I pharmacophore
whereas if the library is being designed for more general
enrichment purposes, one may want to minimize the overlap
with the current screening deck butmaximize the overlapwith
the space of known drugs. Pairwise comparison of even a
small library of 1000 against a deck of 1 000 000 is not feasible.
Pharmacophore keys offer an alternative approach.

Ranking a set of compounds in a database according to
their similarity to a query molecule is perhaps the most
straightforward application of pharmacophore keys. New
and modified similarity metrics have been developed to deal
with the particular requirements of the pharmacophore key,
which is in general larger andmore sparse than a standard 2D
fingerprint.55 The union of the pharmacophore keys for a
collection of molecules provides an overall profile that can be
considered a diversitymetric and can also be used to assess the
extent to which the set adds new pharmacophores to an
existing collection when purchasing compounds or in library
design.62 A pharmacophore key can also be used as a
descriptor vector in QSAR modeling.63,64 Here, the bits
provide the basis of discriminating between actives and
inactives. The nature of the pharmacophore key means that
such models can in principle deal with multiple binding
modes. Depending on the model-building technique used, it
may also be possible to interrogate the resulting model to
determine which pharmacophore(s) are responsible for the
activity. As always, it is important to ensure that such models
are robust and do not suffer from overfitting.

3D Pharmacophores and Protein Structure

Pharmacophores can be derived from the binding site of a
protein. This is particularly relevant, as the number of protein
structures has greatly increased not only in simple numerical
terms but also with regard to the breadth of coverage of gene
families of interest to drug discovery. Moreover, the distinc-
tion between “structure-based” and “ligand-based” drug
design methods is now much more diffuse and the judicious
use of traditional ligand-based methods such as 3D pharma-
cophores can greatly enhance the efficiency and effectiveness
of structure-based design.
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The most straightforward way to derive a 3D pharmaco-
phore from a protein structure is through the direct observa-
tion of specific interactions between protein and ligand(s).
Such a pharmacophore can then be used in the usual way, for
example, to search a 3D database in order to identify com-
pounds for focused screening. Database searching methods
based on 3D pharmacophores are in general much faster than
structure-basedmethods such as docking, and so this can be a
more effective way to screen very large databases. Alterna-
tively, the 3D pharmacophore search can act as the first stage
in a docking workflow. A large database can be prescreened,
using a pharmacophore query, to create amuch smaller subset
for docking. A pharmacophore, if properly constructed, will
give very few false negatives (false negatives might arise from
different binding modes or poor feature definition). The
scores of docked hits may then become more useful.

Knowledge of the protein structure enables the pharmaco-
phore to incorporatemore detailed information about regions
that are not accessible to the ligand. This is most commonly
achieved through the use of exclusion volumes and/or inclu-
sion regions.65,66 An illustration of how a 3D pharmacophore
can be enhanced by the addition of such information is given
in Figure 4 for the development of a pharmacophore to
identify inhibitors of angiotensin converting enzyme 2.67

When used for database searching, such pharmacophore
queries have the distinct advantage of finding hits that not
only contain the key binding elements but are also able to fit
into the active site, thereby reducing the falsepositive rate. The
extent to which an ensemble of excluded volumes can repre-
sent the atomic detail of a protein structure is obviously
limited (though one should remember that proteins can be
flexible, so the apparent precision of an atomic-resolution
protein structuremay be illusory). In addition, thewidespread
use of a two-stage algorithm further limits their utility. In this
approach matches to the underlying pharmacophore features
are first identified. The matching conformation is then tested
for violation of the exclusion or inclusion criteria, often with-
out any attempt to modify the conformation to fit these
constraints. This can lead to potential hits being missed even
though a relatively simple bond rotation could alleviate a
clash. Conversely, the use of a limited number of exclusion
volumes to represent an entire protein active site can result in
“holes” through which a ligand may protrude. We also note
that widely used shape searching methods68-70 provide an
alternative way to tackle this problem. Such methods will be

the subject of a separate Perspective and so will not be
considered further in any detail here except to note that those
methods based purely on shape often incorporate elements
of pharmacophore recognition in order to improve the
efficiency and sensitivity of their algorithms.

Structure-based 3D pharmacophores derived solely on the
interactions observed in known protein-ligand complexes
may be unnecessarily restrictive. An alternative is to define
pharmacophores basedonan analysis of the “hot spots” in the
active site. A number of methods can in principle be used to
identify such hot spots (or site points). These include pro-
grams such as GRID71 that probe the site with small mole-
cules or functional groups and calculate the enthalpy of the
interaction between the probe and the protein atoms at points
on a grid lattice to generate a molecular interaction field
(MIF). These fields can then be contoured by energy to find
the most favorable regions for an acceptor or a donor (or any
other type of feature) to interact with the protein. Programs
such as LUDI72 and SUPERSTAR73 use a knowledge-based
approach in which rules are used to generate a set of interac-
tion sites for each atomor functional group of the protein that
is capable of participating in a nonbonded contact. The rules
are largely based on statistical analysis of experimental struc-
tures from the Protein Data Bank or small molecule crystal
structures and take into account the chemical nature of the
atoms as well as the orientational preferences of features such
as hydrogen bond donors/acceptors. From the locations
of the site points it is then necessary to construct one or more
3D pharmacophores. The simplistic approach would be to
combine all such points into a single pharmacophore, but the
resulting query would typically bematched (if at all) only by a
molecule filling the entire active site. Rather, all possible 3D
pharmacophores (containing three, four, or more features)
are enumerated from the set of site points.Themost important
step in such a procedure is to triage the set of pharmaco-
phore queries. Commercially available programs that canper-
form the entire process from site to pharmacophores include
Structure-Based Focusing74 and LigandScout.75

The combination of pharmacophore keys discussed pre-
viously and techniques for site analysis allows one to avoid
making (possibly subjective) choices about which features are
important or even which model of the active site is the
bioactive form. The three-center or four-center key from a
binding site is less sparse than the key of a ligand but is still
discriminating enough to be useful; it captures the overall
character of the pocket. A comparison between the key of a
protein and a ligand can quickly highlight common triples or
tetrahedra, allowing fast alignment between the two objects.
In the FLAP program76 four-point pharmacophore finger-
prints are derived from a GRID analysis of a protein active
site and combined with a shape-based description of the
binding site. When combined with a set of ligand pharmaco-
phore fingerprints, this provides an efficient way to perform
structure-based virtual screening. Another well-known appli-
cation of this technique is embodied in the Metasite pro-
gram.77 Here, binding sites of cytochrome P450s have been
characterized using the GRID approach and the key fields
selected on the basis of experimentally determined sites of
oxidation in substrates. New molecules are aligned to the
pharmacophore keys to see whichC-Hbonds can come close
to the oxidation center, and the results can be further ranked
according to the reactivity of the C-H bond. In tests, the
actual site of metabolismwas in the top three predictions over
80% of the time.

Figure 4. Illustration of how a 3D pharmacophore can be en-
hanced by the addition of shape and excluded volume information,
in this case to identify inhibitors of angiotensin converting enzyme.
Figure is reproduced with permission fromRella et al. J. Chem. Inf.
Model. 2006, 46 (2), 708-716.67
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Anobvious extension to searching for ligands is to compare
site-based pharmacophore keys across proteins. If there is a
high degree of similarity, the pockets are likely to bind the
same type of chemical moiety. In addition to the CavBase
program,78 Nussinov et al.79 have developed a much faster
method based in essence on pharmacophore triplets. As
always, there is a balance between speed and resolution, and
the pharmacophore features are crude and not influenced by
any local electrostatic perturbations.

Another recent structure-based fingerprint is the structural
interaction fingerprint (SIFt),80,81 in which each residue in the
binding site is represented by a seven-bit descriptor that
characterizes whether (1) it is in contact with the ligand,
(2) any main chain atom is involved in the contact, (3) any
side chain atom is involved in the binding, (4) a polar
interaction is involved, (5) a nonpolar interaction is involved,
(6) the residue provides hydrogen bond acceptor(s), and
(7) the residue provides hydrogen bond donors. The whole
interaction fingerprint is constructed by concatenating these
residue bit strings together according to their sequence order.
The SIFts have been used for a number of purposes. One
straightforward application is to compare sets of docking
results by calculating pairwise similarities between the finger-
prints followed by a cluster analysis. This enables distinct
groups of docking poses to be easily identified. By comparison
of the interaction fingerprints from docking results with the
fingerprints for known protein-ligand complexes, it was
possible to achieve enrichments in virtual screening experi-
ments that were superior to those obtained with commonly
used scoring functions. Other variations and extensions to the
SIFt concept include the use of weighted profile-like finger-
prints that represent the interactions of multiple complexes82

and encoding more detailed information about hydrogen
bonding strengths and geometries.83 Finally, SIFts and other
protein structural fingerprints can be used to cluster and
compare the structures of different proteins across a gene
family, most notably within the kinases. As with the ligand-
based pharmacophore fingerprints, the structural finger-
prints enable complex data to be stored and manipulated
efficiently using well-understood algorithms, albeit with some
information loss.

Field-Based Pharmacophores

The pharmacophore generation methods described so far
are based on the assignment of features to functional groups
within themolecules and are therefore essentially atom-based.
An alternative approach is to base the alignment on the
molecular fields exhibited by the molecules, recognizing that
the interactions between molecules are governed by their
overall electrostatic and van der Waals properties. Field-
based approaches84 thus aim to describe what the receptor
“sees” in terms of charge distribution and shape rather than
focusing on the underlying structural skeleton.

The molecular electrostatic potential (MEP) around a
molecule depends on the distribution of atomic charge
and is often modeled on a 3D grid or surface. The MEP at
each grid point surrounding a molecule is calculated using
Coulomb’s law as the interaction between a probe atom of
unit positive charge (a proton) and partial charges that are
centered on the atoms. The resulting grids typically consist
of a large number of data points so that direct alignment of
the grids themselves is generally considered too compute-
intensive to be feasible. However, Good et al.85 showed that

the MEP can be modeled using atom-centered Gaussian
functions; these provide an elegant way of overcoming the
problem of handling the large number of data points in a grid.
The Gaussian approximation allows the rapid comparison of
the similarity of two fields using the cosine similarity coeffi-
cient. Such a similarity can then be used as the function to be
maximized in an optimization of the alignment using, for
example, a gradient-based method86 or a genetic algorithm.87

The MIFs produced by the GRID program71 and men-
tioned earlier in the context of protein binding sites can also be
used to represent small molecules. However, MIF fields are
not straightforward to model using Gaussians88 so that
identifying the optimum alignment of such fields remains a
challenging task. One approach to using GRID fields that
obviates the need for alignment is the GRIND method89 in
which extrema in the field are identified and mapped to a
fingerprint to give a vector representation that can then be
used in similarity searching as for the pharmacophore finger-
prints described previously. It is not trivial, however, to
determine which of the grid points should be included in
the descriptor, and the original GRIND approach requires
that the user define the number of points that are extracted.
More recently, an automated method for extracting hot spots
from a field has been developed that avoids the need for
parametrization.90

The use of atom-centered charges can lead to an inadequate
representation of the MEP. For example, a carbonyl oxygen
will give rise toa single fieldmaximumextendedoutward from
the CdO double bond. The extended electron distribution
(XED) force field attempts to model a quantum orbital
descriptionof the distribution of charge.91 InXED, the charge
on electronegative and π atoms is extended away from the
nucleus of the atom togive rise tomultipoles. For example, the
carbonyl oxygen is modeled by two field maxima that corre-
spond to the positions of the lone pairs. TheXED force field is
the basis of a method to generate a pairwise alignment of two
molecules based on the extrema (called field points) in their

Figure 5. Steps involved in generating field points around a mole-
cule using the method of Cheeseright et al.:92 (a) a molecular
conformation; (b) the electrostatic potential map calculated using
XED; (c) field points superimposed onto (b); (d) the final set of field
points including electrophilic (red), nucleophilic (blue), van der
Waals attractive (yellow), and hydrophobic (orange) points. Figure
is reproduced with permission from Cheeseright et al. J. Chem. Inf.
Model. 2006, 46, 665-676.

92
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respective fields92 (Figure 5). Four types of field points can be
calculated: positive, negative, hydrophobic, and van der
Waals, depending on the potential used. Clique detection
based on the field points is then used to find starting points
for the alignment which are optimized using a simplex algo-
rithm. Similarity is measured by using the field points in each
molecule to sample thewhole field in the other,with the size of
a “point” determined by the depth of the energywell, to give a
more accurate reflection of the field than simply using the
points themselves. Using such a multistage algorithm enables
large databases to be searched in a reasonable time period.

As with the atom-based pharmacophore elucidation
methods, conformational flexibility is most often handled
using the ensemble approach in which conformers are pre-
computed and handled one at a time. It is also possible to vary
conformation on the fly, usually under the assumption that
the partial charges on the atoms are invariant to conformation
so that it is only necessary to recalculate the fields for different
conformers.93

Themost common application of field-based alignment has
been to virtual screeningwhere themolecules in a database are
aligned, one at a time, to a query compound and scored.
Usually, a single conformer of the query (the presumed
bioactive conformation) is considered with the molecules in
the database treated as flexible. Field-based methods have
also been used to align multiple molecules. The simplest way
to achieve this is to use a single molecule as the template or
reference molecule,94 but this approach is unlikely to lead to
an optimal alignment. An improved approach is to first
identify an overlay of two molecules by considering all pair-
wise alignments of the respective sets of conformers.95 High
scoring conformer pairs that share common fields can then be
extended to a third, fourth, etc. molecule to give a multi-
conformer alignment. Such analignment can then be used as a
field-template for database screening.

Pharmacophores and 3D QSAR Methods

Field-based approaches have been widely used to generate
3DQSARmodels fromsets of alignedmolecules, for example,
in the widely used CoMFA program. In this case, a variety of
different methods can be used to generate the alignment prior
to model building, including overlays based on a 3D pharma-
cophore. In addition, some of the more commonly used
pharmacophore methods also use 3D QSAR methods to
refine their models or to closely integrate the two techniques.
In the HypoGen algorithm in CATALYST the degree to
which each molecule matches the query (in a geometrical
sense) is assumed to correlate with the observed activity. The
PHASE program also provides a facility for constructing 3D
QSAR models. These models can be atom-based (i.e., taking
all of the atoms in each ligand into account) or pharmaco-
phore-based (i.e., only the features involved in matching the
common pharmacophore are used). A rectangular grid is
defined to surround the molecules aligned to match the
pharmacophore. Each cube in this grid is then characterized
according to the atoms or pharmacophore features that fall
within it, resulting in a set of binary strings (one permolecule).
Partial least squares regression applied to these bit strings
helps to identify which features at which locations lead to an
increase or decrease in activity.

3D QSAR presents challenges even beyond traditional
pharmacophore elucidation methods, though in some cases
they can clearly provide additional (and useful) information.

In particular, the ability to incorporate inactive molecules is
very appealing, though this should be done with great care;
molecules can be inactive for a variety of reasons too subtle to
be captured in themodel, and theymayonly serve toaddnoise
rather than signal. Any 3D QSAR protocol can be used to
examine alignments, but bear in mind that pharmacophore
models are underdetermined, and by use of powerful statis-
tical tools, it is easy to find patterns in the data that are not
physically real and therefore have no utility for finding novel
active ligands.96 As with a pharmacophore model, the output
of a 3D QSAR protocol can be interpreted as a pseudo-
receptor or as a more refined pharmacophore query. In either
case, one should complete a cycle of experimental validation
to see if the models find new hits or explain existing unseen
experimental data rather than relying only on statistical
validation criteria. There is also a paradox between the
pharmacophore alignment and the way in which 3D QSAR
models are set up.Apharmacophorewill emphasize thepoints
of commonality; therefore, the variation in the fields around
the common features will be low so that these descriptor
points can be removed from the QSAR model.

Pseudo-Receptors. A pseudo-receptor is a surrogate for
the true binding site.97 The pharmacophore alignment is
the starting point, around which the pseudo-receptor is
assembled, and optimized against the observed binding
energies of the pharmacophore training set. As with all
QSAR methods, a good spread of activity (3-4 orders of
magnitude) is required. The pseudo-receptor can be built
from grids, isosurfaces, Voronoi polyhedra, atomic shrink-
wraps, or fragment packing. In the last two, atoms or
fragments are placed to make the key putative interactions,
followed by in-filling with mainly hydrophobic atoms
or fragments. As the problem is greatly underdetermined,
most researchers recommend that a family of receptors is
generated. The shrink-wrapping algorithms tend to reduce
the cavities that are usually observed experimentally in
receptor-ligand complexes. The advantage of thesemethods
is the correlation of fit to observed activity. This allows the
results of a database search or a newly designed molecule to
be more rigorously assessed. Pseudo-receptors have even
been used to drive de novo design. However, suchmodels are
very speculative and hide two levels of ambiguity behind a
seeming tangible receptor binding site.

Evaluation of Pharmacophore Methods

A lack of gooddata setswhere the “true” pharmacophore is
known has meant that the evaluation of new pharmacophore
generation methods has tended to be less rigorous than
programs in other areas such as protein-ligand docking.
Very often, programs have been evaluated on a small number
of test cases (sometimes only one), and few comparative
studies of different programs have been carried out. While
such a situation is natural as a field develops, pharmacophore
generation has now reached a state of maturity where more
rigorous evaluations are appropriate.

The earliest automated pharmacophore generation meth-
ods tended to be evaluated by comparing the generated
pharmacophores to those previously published in the litera-
ture that had been hand-crafted and/orwere amply supported
by experimental data. An alternative approach has been to
fit compounds that are known to be active but that were
not included in model generation to the pharmacophore.
Ideally the model should also explain inactive molecules as
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well; for example, to determine whether the inactive com-
pounds occupy regions outside the common volume of the
pharmacophore.

The development of 3D database searching techniques
made it possible to evaluate pharmacophore hypotheses in
retrospective virtual screening experiments. A database of
compounds can be spiked with compounds that share the
same activity as those used to construct the pharmacophore.
The database can then be either partitioned into those that
match the pharmacophore and those that do not, or alter-
natively the compoundsmay be scored and ranked on their fit
to the pharmacophore. Ideally, all active compounds will be
retrieved or appear high in the ranked list.Database searching
can also be used to choose between alternative hypotheses
that may have been generated. Pharmacophore queries do,
however, tend to produce large numbers of false positive hits,
especially if used without additional features such as excluded
volumes. There has been much discussion in the literature
concerning the “proper” ways to perform such retrospective
virtual screening evaluations.98-103 From a practical drug
discovery perspective the most important consideration is
whether the search provides novel chemotypes that provide
a new direction for a project to explore.

When the pharmacophore generation method is linked to
the building of a 3DQSAR, as is possible in the CATALYST
and PHASEprograms, the pharmacophores can be evaluated
on the statistical quality of the resulting models. In many
cases, models have been evaluated on their internal predic-
tivities, but as with all QSAR methods, a more rigorous
evaluation involves the assessment of an external test set. In
a recent comparison of PHASEandCATALYST, eight series
of compounds with known activities against different targets
were divided into training and test sets. The compounds in the
training sets were used to generate pharmacophore hypo-
theses that were then tested on their abilities to predict the
activities of compounds in the test sets.104 Acceptable models
were found for only four of the data sets. Moreover, in some
cases the programs were found to be highly sensitive to the
chosen parameters, as has been found in other comparative
studies.105 Furthermore, the models with the highest predic-
tivity did not correspond to the hypotheses that were scored
highest by the programs, suggesting that such scores should be
treated with caution.

The increased numbers and diversity of X-ray structures of
protein-ligand complexes over the past decadehave led to the
development of test sets for the evaluation of protein-ligand
docking programs. Performance is measured by the ability to
reproduce the ligand binding modes. The initial test sets were
of limited quality and diversity, but these are now of a much
higher quality with the data carefully examined for accu-
racy.106 The availability of a wide diversity of protein-ligand
complexes also provides opportunities for the development of
test sets for pharmacophore methods, although this is a more
complex task than for docking, since each test case requires
the identification of diverse ligands bound to the same protein
target. After identification of such a set of ligands, it is then
necessary to superimpose the complexes based on the active
site residues in order to generate an alignment of the ligands.
Finally, the common features that comprise the pharma-
cophore can be identified, typically through visual inspection.
This was the approach taken by Patel et al. in their evalua-
tion of the programs CATALYST, DISCO, and GASP,107

which involved five protein targets (DHFR, thrombin,
CDK2, thermolysin, and HIV reverse transcriptase) with up

to 10 ligands for each target. The complexes were visually
analyzed to identify the “true” pharmacophore, and the three
programs were evaluated on their ability to reproduce it. One
outcomeof this studywas that the assessment of the generated
pharmacophores is nontrivial. The ultimate goal is clear: the
predicted 3D pharmacophore should consist of the X-ray
conformation of each ligand superimposed exactly as seen in
the crystal structure alignment. However, the definition of an
acceptable solution is less clear. How should a pharmaco-
phore be rated that contains the correct feature points
(configuration) but the “wrong” conformations? What is an
acceptable rmsd on the pharmacophoric distances (and con-
formations)? What if the variation in conformation is in a
region of the ligand that is exposed to the solvent and not
directly involved in the pharmacophore? What if most of
the ligands are aligned correctly but one does not fit the
pharmacophore? Multiple criteria were thus devised for the
evaluation of the programs. The results, however, were rather
disappointing, demonstrating several inadequacies of the
existing programs and also the need for more rigorous
evaluations.

Patel’s data set was perhaps the first attempt to develop a
standard test set for pharmacophore elucidation, and it has
subsequently been used by other groups to evaluate new
methods.20,17 As with the early attempts to develop test sets
for docking, careful examination of these initial pharma-
cophore data sets by other authors revealed some errors
(for example, in protonation states of the ligands) that were
subsequently corrected. Thus, as for the docking test sets, it is
important that careful consideration is given to issues such as
tautomerism, protonation state, and fit to electron density
when identifying the true pharmacophore. Furthermore,
the small size of the Patel data set leads to a real risk of
programs being overtrained on a few examples. There is a
clear need for the further development of such data sets that
are accepted within the community as the minimum required
for the evaluation of any new pharmacophore elucidation
program.

Exemplar Applications of 3D Pharmacophore Methods

Many applications of 3D pharmacophore methods can be
found in the literature. In addition, several reviews and
summaries of literature applications are available, often
providing a useful practical perspective.14,108-111 Here, we
highlight a very limited number of applications from the
recent literature to illustrate some of the main ways in which
3D pharmacophore models are used in contemporary drug
discovery.

A major use of 3D pharmacophore methods is for the
identification of new hits and leads via 3D database searching.
Such applications fall into two broad categories depending on
whether the pharmacophore incorporates protein structural
information or not. Wang and colleagues recently described
the development of a cannabinoid CB1 receptor pharmaco-
phore model from eight known active compounds.112 The
resulting pharmacophore contained five features. When used
to search the Schering Plough compound collection of
approximately 500 000 structures, almost 23 000 hits were
obtained (significantly more than the available screening
capacity). This is a common occurrence. The authors also
describe in some detail how they subsequently reduced this
large hit list down to amoremanageable size (420 compounds)
using a combination of filters, a Bayesian model of CB1
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activity, and cluster analysis. A number of active compounds
were identified, themost potent ofwhich had an activity (Ki) of
53 nM. An example of hit identification using a structure-
based pharmacophore comes from the work of Rella and
colleagues using the crystal structure of the inhibitor MLN-
4760 bound to angiotension converting enzyme 2 (ACE2).67

This provided the 3D pharmacophore illustrated in Figure 4.
The pharmacophore was validated and refined to ensure not
only activity against ACE2 but also selectivity against ACE.
A small number of compounds were purchased for biological
testing in an ACE2 assay, resulting in some weak inhibitors
fromdifferent chemical series.Our third example illustrates the
use of 3D pharmacophore models in lead optimization and
comes fromwork to identify nonsteroidal glucocorticoid (GR)
agonists.113 Specifically, a 3D pharmacophore was derived
from a docking model of an established series of GR agonists
and used to design an array to identify replacements for a
metabolically labile benzoxazinone moiety. A three-step pro-
cedure was used for the array design. First, a large set of
potential building blockswas identified and combinedwith the
core template to generate an enumerated library. The virtual
products were filtered using modified Lipinski criteria. The
remaining structures were then converted to a 3D database
and searched using the pharmacophore query. This process
resulted in 200 compounds for synthesis, some of which did
indeed show activity in a GR binding assay.

Discussion and Future Directions

In this final section, we focus on a small number of issues
that seem to us particularly important: the difficulty of
aligning molecules and its consequences; the need to improve
validation standards; limitations in the way features are
typically represented; the growing emphasis on the develop-
ment of algorithms that take account of the possibility of
multiple binding modes; and our views on how pharma-
cophore methods are most likely to be of value in the next
few years.

Challenge of Molecular Alignment. Sadly, it is almost
impossible to predict with confidence the correct way of
overlaying a set of ligands that bind to a protein of unknown
3D structure (except perhaps in trivial cases involving small
numbers of ligands that share a large common substructure).
A typical protein binding site containsmany surface-exposed
functional groups, and different ligands frequently interact
with different selections of those groups. In addition, some of
the interactionsmay bemediated by water molecules and the
protein may be flexible. Overlaying ligands is especially
difficult when the binding is largely driven by hydrophobic
interactions, due to the weaker directional preferences than
for hydrogen bonds. We discuss below how these problems
are manifested in three different situations.

Alignment of Ligands for 3DQSAR. In principle, this is the
easiest case, as the molecules are likely to be fairly close
analogues. A study of protein-ligand complexes found that
structurally similar ligands generally exhibit a high degree of
structural conservation; changes are more likely to be found
in water molecule architecture and/or side chain move-
ments.114 Indeed, one might reasonably question whether it
is necessary to use a computer program in such cases.
Nevertheless, difficulties can arise because of local symmetry
or approximate symmetry in the ligand structures. Consider
the neuraminidase ligands in Figure 6 (from PDB structures
1a4g, 1a4q, 1b9t, 1inf). The obvious (and indeed correct) way

of aligning these is to superimpose the carboxylate groups
and the ring atoms. However, each of the rings has two
possible orientations (i.e., can be flipped to place the guani-
dinium or ammonium group on the “left” or “right” side).
Consequently, there is a significant number of permutations
from which to choose. Moreover, as is often the case, the
correct answer is not obvious: twoof the guanidiniumgroups
lie on one side, the remaining guanidinium and the ammo-
nium group on the other. The problem is exacerbated by the
fact that substituents on synthetic ligands may have been
introduced to moderate physical properties and may not
form significant binding interactions with the protein.

Rationalization of the Shared Activity of Two Different

Types of Ligands. A frequent requirement is to overlay
molecules that fall into distinct structural types in order to
understand their common activity against the same target
protein. An example is the pair of dihydrofolate reductase
ligands shown in Figure 7 (from PDB structures 1drf, 1mvt),
the heterocyclic portions ofwhich famously donot overlay in
the way that maximizes steric complementarity but instead
align to optimize the overlap of similar hydrogen-bonding
functions. If the binding-site structure were unknown, there
would be no reason to favor the correct heterocycle overlay
over the incorrect; bothwould be perfectly feasible given that
some of the hydrogen-bonding groups might be solvent
exposed.

Analysis ofHits from aRandomScreen.Overlaying a set of
diverse molecules (e.g., hits from a random screen) is highly
challenging. Consider the adenosine deaminase ligands in
Figure 8 (from PDB structures 1krm, 1ndw, 1wxy, 1ndv).

Figure 6. Four neuraminidase ligands superimposed according to
their binding mode. The ring systems and the carboxylate group
overlay; the guanidinium, and ammonium groups do not.
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There appear to be several clues that might point to the
correct overlay: the presence of a positively charged donor
in three of the molecules (and occurring in rather similar

heterocycles in two of them); a thiazole ring in two ligands;
other possible isosteres. In fact, the true overlay is pro-
bably impossible to predict, having not even one hydrogen-
bonding interaction common to all four ligands.

Similarly difficult are the two acetylcholinesterase ligands
in Figure 9 (from PDB structures 2ack, 2c5g). Both ligands
form cation-π interactions with an active-site tryptophan,
but one interactswith the six-membered ring of the side chain
and the other with the five-membered ring, so the two
quaternary ammonium groups do not overlay well. Other
ligands of this protein contain a huge variety of chemically
diverse, electron-deficient hydrophobic groups that bind
to the same tryptophan. Overlaying these groups is near
impossible. (We are aware of the argument that the correct

Figure 7. Heterocyclic moieties of the pair of dihydrofolate reductase ligands (a) do not overlay to maximize steric complementarity (b) but
rather align to optimize the overlap of similar hydrogen-bonding functions (c).

Figure 8. Overlay of four adenosine deaminase in their binding
modes. Not even one hydrogen-bonding interaction is common to
all four ligands.

Figure 9. Acetyl cholinesterase ligands, both of which form
cation-π interactions with an active-site tryptophan but in such a
way that the two quaternary ammonium groups do not overlaywell.
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pharmacophore can sometimes be predicted even if the
correct overlay is not, but getting the right answer for the
wrong reason makes us uneasy.)

In addition to the breakdownof the “single bindingmode”
assumption, it can also be shown that small changes to the
parameters chosen for conformational analysis, feature
definition, or even, sadly, the order in which ligands are
considered and the version of software used, can lead to
alternative, equally convincing pharmacophore models. In
one study105 several published data sets were taken, and
attempts were made to reproduce the pharmacophore
models, with only limited success. This highlights the
dangers of using models without follow-up experimental
validation.

Despite these challenges, pharmacophore methods can
(and do) make significant contributions to the advancement
of drug discovery projects. Our point is that any attempt
to rank a set of overlays with the expectation that the top-
ranked one will be correct is unduly optimistic, not because
of deficiencies in the algorithm but because the problem is
underdetermined. We are better off acknowledging this
unfortunate reality and accepting that multiple hypotheses
must be generated, regarded as equally likely, and challenged
experimentally.

Validation Standards. Quite simply, validation standards
are inadequate. In stark contrast to protein-ligand docking,
where construction of ever-more exacting test sets is almost a
cottage industry, pharmacophore elucidation programs are
typically validated on pitiably small numbers of ligands,
often with large common substructures. Sufficient pro-
tein-ligand series now exist in the PDB for this to be no
longer excusable. Admittedly, test-set construction is a hard-
er task than for docking, since the detailed protein-ligand
interactions in each test complex must be identified and
properly understood. Nevertheless, test sets of reasonable
size can and should be achieved. Two of us (R.T., V.J.G.) are
currently using such a set to test a pharmacophore elucida-
tion program and anticipate that the set will be made freely
available to the community in due course. Of course,
the obvious limitation of a validation protocol based
on protein-ligand structures is that it means that certain
gene families of significant pharmaceutical interest (notably
GPCRs, ion channels, and transporters) will not be repre-
sented, at least at present. The alternative approach, that of
validation based on retrospective virtual screening experi-
ments, is therefore very popular.As evidenced from the surfeit
of papers on this topic, there continues to be much debate
concerning the “best” way to perform such experiments, from
construction of the data set to what performance metric to
employ. One major drawback of such studies compared to
validation based on 3D structure is that they are indirect;
the right answer may be found for the wrong reasons. The
challenge is that “real” drug discovery is not so easily quanti-
fied and that true success (i.e., that a compound identified by
virtual screening leads to a development candidate, let alone
a marketed drug) is extremely rare.

Pharmacophore Feature Representation.Feature represen-
tation has probably had less attention recently than it
deserves. With the exception of field-based methods, most
programs use features that differ little from those described
over a decade ago byGreene et al.30While the seminal nature
of that work is acknowledged, some questions can be
posed. Some programs perform a surface-accessibility check
before placing hydrophobic points, making the algorithm

conformation dependent and hence slower. Is the extra
computation justified? Most programs offer positive and
negative feature types. Is this necessary, or is the hydrogen-
bond similarity method of Jones et al.18 a better alternative?
How important is it to align aromatic ring normals, and if it is
important, is it equally vital to achieve coplanarity of peptide
and other groups that are hydrophobic in some directions
but not in others (or is that achieved as a byproduct of
matching the hydrogen-bonding features of such groups)? Is
it sensible to generate alignments by least-squares super-
position of virtual points, placed along lone-pair or donor-
hydrogen directions at the “expected” positions of the
complementary protein atoms? It may assume greater
hydrogen-bond directionality than exists in practice, espe-
cially given that the protein may flex a little from one ligand
complex to another. Also, the situation that virtual points
aim to deal with (Figure 2) may be quite rare.

One important observation in protein-ligand docking is
that greatly improved results can often be obtained if the
user’s knowledge of the problem in hand can be exploited
(for example, by allowing constraints to be set). The same
tactic can be similarly advantageous in pharmacophore
analysis. For example,most programs do not have a separate
“metal-coordinator” feature type, effectively assuming that
the hydrogen-bond acceptor feature will be a suitable proxy.
This assumption can break down, as in the case of the
thiol-containing ligands. Thiol is a very weak hydrogen-
bond acceptor but a good coordinator of zinc, which
normally induces it to deprotonate. A user, aware that the
target protein contains zinc, will obtain better results
by overriding the usual program behavior and ensuring
that the importance of this group is taken properly into
account.

One problemwith ad hoc feature definition is that it causes
difficulty at the searching stage, since databases are normally
constructed with precomputed features and screens are
based on those features. These are likely to be rendered
useless if the query contains features assigned according to
different rules. Nevertheless, on-the-fly feature assignment
on large databases and searches of unscreened or poorly
screened databases are not impossible. It is perhaps better to
get a good answer slowly than a bad answer quickly.

Variable Binding Modes. One limitation of the pharma-
cophore elucidation programs in common use is the assump-
tion of a common binding mode for the ligands in the data
set. Some relaxation of this requirement may be permitted
(for example, some compounds can match a subset of the
common features), but data sets where the ligands corres-
pond to two or more nonoverlapping pharmacophores will
prove difficult or impossible. In addition, the nature of the
algorithms can restrict the application of current methods to
rather small data sets. Insofar as thismay therefore result in a
careful examination of the ligand structures, their activities,
and mechanism of action, such limitations may be consid-
ered valuable.However, in an erawhen large volumes of data
can be generated using automated screening technologies it is
useful to have tools that not only can deal with larger sets but
also can cope with the possibility of multiple binding modes.
Some of the QSAR methods, particularly those based on
pharmacophore keys, are able in part to accommodate such
situations; more recent pharmacophore elucidationmethods
are also designed to deal with multiple binding modes while
also retaining the link to the underlying three-dimensional
models.115
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The Future: Maximizing the Value of Pharmacophore

Methods. We have alluded to a number of challenges in the
course of this Perspective and have highlighted some areas
for improvement. Nevertheless, it is undoubtedly true that
the pharmacophore concept has proved to be extremely
useful over the past 30 or so years. In part this is due to its
simplicity, enabling the complexities of the molecular inter-
action between ligand and receptor (with attendant solvent,
ions, cell membranes, etc.) to be reduced to a handful of
features in a geometrical relationship. As such, it is perhaps
surprising that it works at all. Pharmacophore methods are
now commonly used as part of more complex workflows, for
example, as a prefilter prior to protein-ligand docking. Such
workflows will continue to be further refined, driven by the
continued growth in the number of protein structures of
pharmaceutical relevance. It should also not be forgotten
that integral membrane proteins (GPCRs, ion channels,
transporters) constitute many of the targets where pharma-
cophore analysis has been successfully applied for many
years. Recent advances in X-ray structure determination
for these families of proteins are providing new insights,
but it is likely to take some years before we achieve sufficient
breadth of coverage and depth of understanding (especially
of the more complex mechanisms of action) that will truly
enable structure-based design techniques.Until then, simpler
models as embodied in the pharmacophore concept will
continue to play a key role.

So far as lead discovery is concerned, why not just use
HTS? There can be a naive expectation that HTS will return
all known actives. However, HTSwill miss some compounds
for a number of good experimental reasons. It may also
return too many false positives. Pharmacophore analysis is
more hypothesis driven and is intended to target small
regions of chemical space for novel chemical matter; this
can be of particular value when trying to accelerate lead
discovery (e.g., by screening a small focused set prior to
running a HTS) or when the available assay has low
throughput. More importantly, pharmacophore methods
can be used to search virtual chemical space, both in the
form of known but not yet executed chemistry and in the
form of compounds unavailable in-house but (for example)
accessible from a compound vendor.

It is now 4 decades since the modern-day concept of 3D
pharmacophores was first introduced. It did not take long
for scientists to appreciate the potential applications in drug
discovery,116 since when there has been a continuous stream
of publications describing its use in the selection and design
of new chemical entities with interesting pharmacological
properties, a trend that continues until the present day. It is
truly a concept that has stood the test of time and one that is
likely to play an important role in drug discovery for many
more years to come.
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